Internetworking
Network Segmentation and Connections

Accomplished using routers, switches, bridges

Routers – Layer 3

Break up broadcast domains


Break up collision domains


Advantages



Don’t forward broadcasts by default



Filter network based layer three (Network layer) information, i.e. IP addresses


Memorize



Routers, by default, do not forward broadcasts/multicast packets



Routers use logical address in network layer header to determine next hop router



Routers use access lists created by administrator to control security



Routers provide layer 2 bridging functions if necessary




Can simultaneously Route through same interfaces


Provide connections between virtual LANs



Can provide quality of service QOS for specific types of network traffic

Switches – Layer 2

Break up collision domains



Each port creates collision domain


Not used to create internetworks


Employed to add functionality to internetwork LAN



Make LAN work better-optimize performance


Provide more bandwidth


Do not forward packets to other networks


Only switch frames from one port to another within switched network


Each network segment on switch must have same type of devices attached



Cannot mix Ethernet with Token Ring

Bridge – Layer 2

Reduces collisions within broadcast domain


Increases number of collision domains


Thereby providing more bandwidth

Bridges and Switches


Read each frame as they pass through network


Layer 2 device puts source hardware address in filter table


Keeps track which port frame was received 


Allows device to determine location of specific sending device


Only forwards frames to segment where destination hardware address is located



Will block forwarding if device is on same segment



WILL forward frame to correct segment - TRANSPARENT BRIDGING


If switch receives frame with unknown destination hardware address



(Not recorded in filter table)



Forwards frames to all connected segments




Could be problematic because broadcast storm is created




Only solution to stop broadcast storms is use a router



If destination found switch updates its filter table


This is why Switch/Bridge is same broadcast domain


Switches advantage over bridges



Break up collision domains


Switches over hubs



Each device plugged into switch can transmit simultaneously
Broadcast Domain


Set of all devices on network segment that hear all broadcasts

Collision Domain


Device sends packets on network segment


Forces all other devices to pay attention to it

Reference Model Layered Approach


Blueprint of how communications should take place


Divides processes into layers


Advantages



Allows multiple vendor development through standardization of network components



Allows various types of network hardware/software to communicate



Prevents changes in one layer from affecting other layers

OSI Reference Model


Top Three Layers define how applications within end stations communicate



1. Application - provides user interface



2. Presentation -presents data, handles processing such as encryption



3. Session - keeps different applications data separate

Bottom four layers define how data transmitted end to end




Determine how to rebuild DataStream from transmitting host



4. Transport -provides reliable/unreliable delivery



Segments




Performs error correction before retransmission



5. Network -provides logical addressing and path determination



Packets



6. Data Link -combine packets into bytes and bytes into frames



Frames




Provides access to media using MAC addresses




Performs error detection not correction



7. Physical - moves bits between devices



Specifies voltage, wire speed, and pin out of cables


Network devices operating at all seven layers include


Network management stations



Web and application servers



Gateways (not default gateways)



Network hosts

Application - file, print, message, database, application services



Presentation - data encryption, compression, translation



Session - dialog control



Transport - end to end connection



Network - routing



Data Link - framing



Physical - physical topology
Application Layer



Users actually communicate to the computer



Responsible for identifying/establishing availability of intended communication partner



Determines whether sufficient resources exist



Examples




WWW




E-mail



Electronic data interchange EDI




Special interest bulletin boards




Internet navigation utilities goggle

Presentation Layer



Presents data to application layer



Responsible for data translation/code formatting



Presentation layer standards for multimedia




Tiff, JPEG, MIDI etc.


Session Layer



Setting up, managing, tearing down sessions



Provides dialog control between devices



Coordinates communication between systems



Keeps different applications data separate



Offers



Simplex




Half duplex





Full duplex



Examples




Network File Systems




SQL




RPC

Transport Layer



Segments and reassembles data into DataStream


Provides end to end data transport services



Establishes logical connection between hosts and destination



Example




TCP




UDP



Flow Control




Prevents one side from overflowing buffers in receiving host




Segments delivered and acknowledged back to sender upon receipt




Non-acknowledged segments retransmitted




Segments sequenced into proper order upon arrival




Manageable dataflow prevents congestion, overloading, data loss



Connection Oriented Communication




Call setup involves three-way handshake

1. Sender sends synchronization

2. receiver sends synchronization

a. Sender/ receiver negotiate connection

b. Window size, etc.

3. sender acknowledges receiver's synchronization
Connection is established



Flood Control done with windowing




Window is quantity of data segments (measured in bytes)




Transmitting machine allowed sending without receiving acknowledgment



Acknowledgments




Positive acknowledgment with retransmission

Network Layer - layer three



Manages device addressing



Tracks location of devices on networks



Determines best way to move data



Only care about where networks are located and how to reach them



Example




Packet received on router interface




Destination IP address checked




Destination network address looked up in routing table




Router determines exit interface




Packet framed and sent



Two types of packets




Data Packets-transport user data through internetwork



Utilizes routing protocols





Example: IP, IPX




Route Update Packets





Update neighboring routers about networks connected to routers





Common protocols-RIP EIGRP, OSPF



Network Addresses




Protocol specific network addresses maintained in routing table



Interface - exit interface packet takes for specific network



Metric - distance often measured in hop counts

Data Link Layer


Provides physical transmission of data



Handles error notification, network topology, flow control



Ensures messages delivered to proper device on LAN using hardware addresses



Translates messages from network layer in tidbits for physical layer



Responsible for unique identification of each device



Data Frame




Formats messages into pieces called data frames




Adds customized header containing hardware destination and source address



Two sub layers


  1. Media Access Control MAC




Define how packets placed on media




First-come/first-served




Everyone shares same bandwidth




Physical addressing as well as local topologies




Line discipline, error notification, ordered delivery of frames, optional flow control



  2. Logical Link Control LLC




Identifying network layer protocols encapsulate them




LLC header tells data Link layer what to do with packet




Example





Host receives a frame





Looks at LLC header and determines where packet is destined



Switches and Bridges at Data Link Layer




Hardware based bridging uses specialized hardware called





Application Specific Integrated Circuit ASIC





Run at gigabit speeds with low latency


Physical Layer



Sends and receives bits



Data Terminal Equipment DTE



Data Communication Equipment DCE



Hubs at Physical Layer




Hub is multiple port repeaters



Receives digital signal, reenergize, regenerate signal

Ethernet Networking


Contention media access method allows hosts to share network bandwidth



Carrier Sense Multiple Access with Collision Detection CSMA/CD


Readily scalable-easy to integrate new technologies


Only Bridges and routers prevent transmission from propagating through entire network



Bridge (( Switch




Bridge software




Switch hardware


CSMA/CD

1. Check presence a digital signal on wire

2. if clear proceed with transmission

3. constantly monitor wire to ensure no other transmissions

4. if transmission detected send out extended jam signal

5. other stations use BackOff algorithms

Half and Full duplex Ethernet


Half Duplex



Single wire with digital signal running in both directions



If hub is attached to switch must operate in half duplex mode




End stations must detect collisions


Full Duplex



Two pairs of wires



Uses point-to-point connection between transmitter and receiver




Prior bandwidth no collisions



Used when




Connection between switch and host




Connection between switch and switch




Connection between host and host using crossover cable

Ethernet Addressing


Uses Media Access Control MAC address burned into Network Interface Card NIC


48 bit-six byte address written in hexadecimal format



24 bits organizationally assigned unique identifier



24 bits vendor assigned


High Order Bit is individual group I/G bit



Zero means address is Mac address



One means broadcast/multicast address

Ethernet Frames


Provides error detection from cyclic redundancy check CRC

Preamble



Alternating1, 0 patterns provides 5MHz clock at beginning of each packet




Allows synchronization of incoming bit stream

Start Frame Delimiter


Preamble is seven octets – SFD is one octet

Destination Address



48 bit value using least significant bit first



Allows receiving stations to determine whether packet is for them

Attenuation


Defined as loss of signal strength as it travels length of cable


Measured in decibels

Crosstalk


Unwanted signal interference from adjacent pairs in cable

Ethernet Cabling


Straight through cable



Host to switch or hub



Router to switch or hub


Four wires used in straight through cable


Crossover cable



Switch to switch



Hub to hub



Host to host



Hub to switch



Router direct to switch



Pins reversed


Rolled cable



Connects host to router console serial com port


10Base2



10 megabits per second-185 m in length



Thinnest

10Base5



10 megabits per second, 500 m in length



Thick net

Wireless Networking


Spread Spectrum wireless LANs

Data Encapsulation


Transmitted data wrapped with protocol information at each layer of OSI model


Protocol information usually attached as header


Each layer communicates only with other peer layers


Encapsulated into Protocol Data Units

Example Process



DataStream handed to Transport layer which setup virtual circuit




Sends synchronization packet



DataStream broken into smaller pieces and transport layer header created




Data now called a segment




Segments sequenced



Segment handed to network layer for addressing routing




Logical addressing (IP) Routes segment to correct network




Network layer adds header and hands to transport layer




Now called a packet or datagram



Data Link layer takes packets from network layer and places them on network medium




Encapsulate each packet in a frame




Frame header carries hardware address of source and destination hosts



Physical layer places ones and zeros on network




Creates CRC

Cisco Three-Layer Hierarchical Model


Core Layer



Backbone


Distribution Layer



Routing

Access Layer



Switching

Core Layer



Top hierarchy responsible for transporting large amounts of traffic reliably/quickly



( Switch traffic as fast as possible



Failure at core affects all users ( full tolerance is initiated


Essential Goals




Do not slowdown traffic (includes no access lists, filtering, WANs



Don’t support workgroup access




Avoid expanding core IE adding routers




Designed for high reliability




Designed for speed




Select routing for lower convergence times


Distribution Layer



Workgroup layer



Provide routing, filtering WAN access



Determine how packets access core



Determine quickest network service



Goals and tasks




Routing



Implementation of tools, access lists, packet Filtering, Queuing




Implementation of security and network policies





Address translation and firewalls




Redistribution between routing protocols and static routing




Routing between LANs



Definitions of broadcast/multicast domains


Access Layer



Controls user/workgroup access to internet work


Also called desktop layer



Resources most users need available locally



Goals and functions




Access control and policies




Creation of separate collision domains (segmentation)




Workgroup connectivity to distribution layer

Internet Protocols
Transmission Control Protocol/Internet Protocol (TCP/IP)


Protocol suite created by Department of Defense (DOD & DARPA)


Preserve data integrity, maintain communications in event of catastrophic war


If implemented correctly TCP/IP network dependable and resilient

DOD TCP/IP Model



Condensed version of OSI model with four layers

1. Process/Application layer

( OSI Application/Presentation Session layers

Node to node application communication

Controls user interface specifications

Example: telnet FTP SMTP NFS SNMP

2. Host to Host layer

( OSI Transport layer

Defines protocols for setting level of transmission service

Reliable end to end communication

Ensures error free delivery of data


Packet sequencing and data integrity

Examples: TCP UDP

3. Internet layer

( OSI Network layer

Designates protocols for logical transmission over entire network

Handles addressing of hosts using IP address

Handles routing of packets among multiple networks

Examples: IP ARP

4. Network Access layer

( OSI Datalink/Physical layers

Data exchange between host and network

Hardware addressing

Physical transmission of data protocols

Examples: Ethernet Token ring Fast Ethernet

Applications

Telnet


Terminal emulation


Allows user on remote client machine (Telnet client with installed software)

To access resources of another machine (Telnet server)



Projection is actually software image-virtual terminal



Text mode communication

File Transfer Protocol (FTP)


Not just a protocol but also program operating as a protocol


Used by applications as a protocol


Used by users as a program


Allows access to both directories and files


Teams up with Telnet to transparently laud you into FTP server


Requires authentication


No limit on file size



E-mail restricted to 5MB



Quicker than e-mail

Network File System (NFS)


Specializes in file sharing


Allows different types of file systems to interoperate


Server transparently reserves portion of RAM to store file



Access by any other differing operating system

Simple Mail Transfer Protocol (SMTP)


Spooled or queued Mail delivery



Spooled to disk


Sends mail

POP3


Receives Mail

X Window


Client/server operations


Defines protocol for applications based on GUI

Simple Network Management Protocol (SNMP)


Collects and manipulates valuable network information


Gathers data by polling devices on network at fixed/random intervals


If all is well SNMP receives baseline report

Domain Named Service (DNS)


Resolves host names specifically Internet names


Fully Qualified Domain Name (FQDN)

Dynamic Host Configuration Protocol (DHCP)/BootP (Bootstrap Protocol)


Gives IP addresses to hosts


BootP differs in that hardware address must be manually entered in BootP table


DHCP servers provide



IP address



Subnet mask



Domain name



Default gateway (routers)



DNS

Host to Host Layer Protocols


Transmission Control Protocol the TCP


User Datagram Protocol UDP


TCP



Full duplex, connection oriented, reliable, accurate protocol




Costly in terms of overhead




Added reliability often unnecessary with today's more liable networks



Takes large blocks of information from an application and breaks them into segments



Numbers and sequences each segment so destination TCP can reorder for intended application



After sending waits for acknowledgment from end TCP's virtual circuit




Resends segments not acknowledged



Virtual Circuit-connection oriented




Sender TCP contacts destination TCP to establish connection




Agree on amount of information to be sent prior to acknowledgment


UDP



Connectionless

Thin protocol
= low overhead



Can be used when reliability handled at process/application layer




NFS handles its own reliability



Does not sequence segments or care about arrival order



Does not require acknowledgments

Port Numbers


TCP and UDP use Port numbers to communicate with the upper layers



Necessary to keep track of data destinations of network traffic


Originating source Port numbers dynamically assigned by source host



= number starting at 1024



Below 1023 defined by RFC 3232 and are well-known Port numbers


Virtual Circuits



Don’t use an application with well-known Port number



Randomly assigned from a specific range



Port numbers identify source and destination application/process in TCP segment


Well Known Port numbers



FTP 21



Telnet 23



Doom 666



DNS 53



T. FTP 69



POP3 110



News 119

Internet Layer Protocols


Two main reasons for existence

1. Routing

2. provide single network interface to upper layers

Without this applications would need hooks into network access protocol

Would lead to different versions for each application


One for Ethernet


One for Token Ring


It’s better


Protocols



IP



Internet Control Message Protocol ICMP



Address Resolution Protocol ARP



Reverse Address Resolution Protocol RARP


Internet Protocol



Essentially the Internet layer - all other protocols exist to support IP



Aware of all interconnected networks



All machines on network have software/logical address called IP address



Example




IP looks at each packet’s address




Uses routing table to decide where packet sent next choosing best path

1. Which network is it on -Logical Address (street address)

2.  what is IP of this network – 

Receives segments from host to host layer and fragments them into datagram’s (packets)


Reassembles at other end

Each router receives datagram and makes routing decisions based on destination IP

Internet Control Message Protocol ICMP



Works at network layer-used by IP from many services



Management protocol and messaging service provider for IP



Messages carried as IP datagrams



Example




Router advertisements announced over network




Report IP addresses for routers network interfaces




Hosts listen and update their router tables



Common Events




Destination Unreachable-router can’t send IP datagram any further





Sends a message back to origins




Buffer Full





Router buffer full





Sends message until congestion abates




Hops





Each IP datagram allotted certain number of hops





If it exceeds hop count sends message noting failure




Ping-Packet Internet Groper





Uses ICMP to echo messages checking physical/logical connectivity




Traceroute





Using ICMP timeouts discovers packets path during traversal of network


Address Resolution Protocol



Finds hardware address of host from one IP address



Translates software (IP) address into hardware address



Example




IP has datagram to send




Informs network access protocol (Ethernet) of destination hardware's address




If IP doesn't find host hardware address uses ARP to determine




ARP interrogates local networks by sending out broadcasts





Asks for machine with specified IP address to reply with hardware address


Reverse Address Resolution Protocol RARP



Diskless IP machine often doesn't know its IP address



It knows its MAC address



RARP discovers identity of IP address for diskless machines

Binary to Decimal conversion

IP Addressing


Numeric identifier assigned to each machine on IP network


Designates specific location of device on network


Software address (not the Mac address located on Network Interface Card NIC)


Network Address-designation used in routing to send packets


Broadcasts Address-address used to send information to all nodes on network


Hierarchical IP Addressing Scheme



IP address is 32 bits of information



Divided into four section referred to as octets (bytes)



Hierarchical as opposed to flat address




Makes routing easier



Depicted in three methods

1. Dotted decimal

2. binary

3. hexadecimal (Windows Registry uses hex)

Network Addressing


Uniquely identifies each address


Every machine on same network shares network address

Node Address


Assigned to and uniquely identifies each machine on network

Classes


To ensure efficient routing-define mandate for leading bits section


Class A - always begins with a zero



Quite possible router could speed packet on its way after reading first bit


Class A



Always begins with a zero



Addresses between zero and 127



00000000 – 01111111



Octets between zero and 127


      Example



Network.node.node.node



All zeros cannot be used-default route



127 reserved for diagnostics



1-126 are usable


Class B



First bit is 1 second bit is zero – 10



10000000 = 128



10111111 = 191


      Example



Network.network.node.node




10 beginning leaves 14 bits to manipulate 2 **14





( 65,534


Class C



First two bits of octets are 11 third bit is 0



11000000 = 192



11011111 = 223


      Example



network.network.network.node



Begins with 110



24 bits minus 3 bits ( 2**21 or 2,097,152 


Class D & E



224 - 255 reserved for class D & E



Class D is multicast 224-239



Class E is scientific 240-255


Special Purpose Addresses



All zeros-this network or segment



All ones-all networks



127.0.0.1-loopback test



Node address all zeros-network address any host specified network



Node address all ones-
all nodes on specified network



IP address all zeros-Cisco routers designate default route



IP address all ones-broadcast all nodes



Private IP Addresses




Used on private network but not routable through Internet




Allow creation of well needed security




Conveniently saves valuable IP space

Network Address Translation NAT



Takes Private IP address and converts it for use on Internet

Broadcast Addresses


Layer 2 broadcasts-sent to all nodes on LAN



Hardware broadcast



Do not leave LAN boundary unless they become unicast



Hardware address is six bytes


Broadcasts (layer three) sent to all nodes on network



Example: ARP request



Host’s IP address of destination needs physical address


Unicast-sent to single destination host



Broadcast that has actual destination IP address



Typically sent to DHCP servers



Example




Host LAN sends out ff.ff.ff.ff.ff.ff destination broadcast for DHCP server




Router sees this as broadcast meant for DHCP server




Forwards request to IP address of DHCP server on another LAN


Multicast-sent from single source to many devices on different networks



Allows point to multipoint communication



Enables multiple recipients to receive messages 

Without flooding messages to entire broadcast domain



Sends messages to IP multicast group addresses




Hosts must subscribe to group address

Network Address Translation


Private IP addresses require translation to global outside address using NAT



Necessary to conserve global address space however increases network security




Hides internal IP addresses from external network


Static NAT



Allows one to one mapping between local and global addresses



Requires one real Internet IP for every host on network


Dynamic NAT



Maps unregistered IP addresses to registered IP addresses




Uses pool of registered IP addresses



Not necessary to static reconfigure router or mapping



Must have enough real IP addresses for everyone


Overloading-most important



Dynamically maps multiple unregistered IP addresses to single registered IP address




(Many to one) by using different ports



Known as Port Address Translation (PAT)

